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ABSTRACT
Users’ consumption behaviors are affected by both their personal

preference and their exposure to items (i.e. whether a user knows

the items). Most of the recent works in social recommendation

assume that people share similar preference with their socially

connected friends. However, this assumption may not hold due to

the diversity of social relations, and modeling social influence on

users’ preference may not be suitable for implicit feedback data (i.e.

whether a user has consumed certain items). Since users often share

item information with their social relations, it will be less restrictive

to model social influence on users’ exposure to items. We notice

that a user’s exposure is affected by the exposure of the other users

in his social communities and by the consumption of his connected

friends. In this paper, we propose a novel social exposure-based

recommendation model SoEXBMF by integrating two kinds of so-

cial influence on users’ exposure, i.e. social knowledge influence and
social consumption influence, into basic EXMF model for better rec-

ommendation performance. Furthermore, SoEXBMF uses Bernoulli

distribution instead of Gaussian distribution in EXMF to better

model the binary implicit feedback data. A variational inference

method has been developed for the proposed SoEXBMF model to

infer the posterior and make the recommendations. Extensive ex-

periments on three real-world datasets demonstrate the superiority

of our method over existing methods in various evaluation metrics.
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Figure 1: The generative process of implicit feedback with
social influence on users’ exposure
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1 INTRODUCTION
With the exponential growth of information on e-commerce web-

sites such as Amazon and Taobao and on-demand video streaming

services such as Netflix and IMDB, recommender systems are draw-

ing more attention from both academia and industry. Collaborative

filtering (CF), as the prevalent recommendation model in these

systems, infers user’s preference and produces recommendations

based on user’s historical behaviors. However, traditional CF mod-

els are impeded by the data sparsity problem. That is, the number

of items consumed by a user is often very small compared to the

total number of items. The available historical feedback tends to be

sparse (usually less than 0.1% [24]) and traditional CF models will

suffer from severe performance degradation in such situations.

To overcome the limitation of traditional CF models, many social

recommendation methods have been proposed by integrating social

information into existing CF models for better performance. These

methods mainly assume that people share similar preference with

their socially connected friends [25, 29]. However, this assumption

may not hold due to the diversity of social relations. For example,

users in online social networks are linked for various reasons, e.g.,

alumni, colleagues, classmates or neighbors. Similar preference is

not the exclusive motivation to get connected, and the connected

users might keep diverse tastes. In fact, some researchers in social

recommendation have noticed the gap between the social links

and user preference similarity [2, 3], and thus proposed some so-

phisticated models to bridge this gap for better inferring user’s

preference in social networks. However, such sophisticated models

may not be suitable for implicit feedback data, which contains only

https://doi.org/10.1145/3269206.3271742
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implicit information about user’s consumption instead of explicit

rating values. The one reason is that for implicit feedback data we

do not have rating information to accurately analyze the effect of

social networks on users’ preference. The other reason is that there

exist two different reasons for negative feedback: unknown or dis-
like. As users have only limited awareness of items, they may just

not know items that they have not consumed. It is obviously more

difficult to infer user’s preference from implicit feedback. How-

ever, implicit feedback is more abundant than explicit feedback in

practice [11] and the social recommendation methods that exploit

implicit feedback will be more valuable.

To make better social recommendation for implicit feedback data,

in this paper we consider using social information in a different

way. Since users often share item information with their friends, it

will be less restrictive to model social influence on user’s exposure.

This way, we can better interpret the reasons (unknown or dislike)

for negative feedback and judge whether the user really dislike

the item to improve recommendation performance. We explore the

following two questions:

(1) Will a user’s exposure be influenced by unconnected
users? The answer is positive. Social networks enable effective

information sharing. Thus item information will diffuse in a social

network and a user’s exposure may be affected by the knowledge

(exposure) of the friends of friends. Furthermore, some recent works

[21, 42] suggest that each of us belongs to some content-sharing

communities. Thus the items mentioned by the users in our commu-

nities are more likely brought to our attention, even if they have no

explicit connections with us. That is, a user’s exposure is affected

by the knowledge of both connected users and unconnected users

in his communities. We name this influence as social knowledge
influence, as denoted by dashed lines in Figure 1.

(2) Will a user’s friends’ consumption of an item increase
the user’s exposure to the item? Certainly! The items consumed

by our friends are more likely to come to our attention than those

that our friends were only exposed to. On the one hand, once

a user consumes an item, it’s more likely for him to share his

personal comments on the item with his friends. On the other hand,

e-commerce websites usually display the information about the

consumption of user’s friends, which boosts his exposure to these

items. To emphasize this influence from one’s friends’ consumptions

on his exposure, we name it as social consumption influence, as
denoted by solid lines in Figure 1.

To summarize, we illustrate the generative process of implicit

feedback for a specific user-item pair in Figure 1. The user devel-

ops his own exposure on the item with the influence from social

networks, i.e. social knowledge influence and social consumption in-

fluence. After the user has learned the item, he will decide whether

or not to consume the item based on his preference. Although

both social knowledge influence and social consumption influence

bear significant importance on user’s exposure, no existing social

recommendation methods take either of them into consideration.

In this paper, we propose a novel social recommendation model

named as SoEXBMF for implicit feedback data, which integrates

both social knowledge influence and social consumption influence

into the existing exposure-based matrix factorization model (EXMF)

[15] to achieve better recommendation performance. Furthermore,

to better model the binary implicit feedback data, we use Bernoulli

distribution in SoEXBMF, which can better interpret the reasons

(unknown or dislike) for negative feedback than the traditional

Gaussian distribution in EXMF.

It is worthwhile to highlight the following contributions:

• We introduce the concepts of social knowledge influence

and social consumption influence on user’s exposure for

improving social recommendation.

• We propose the generative probabilistic model SoEXBMF

which integrates the two types of social influence on expo-

sure into EXMF and models the binary implicit feedback

with Bernoulli distribution instead of Gaussian distribution.

• We employ a Gaussian lower bound to deal with the uncon-

jugated Bernoulli-logit structure and develop a variational

inference method to infer the posterior for our SoEXBMF.

• Our experimental evaluation on three well-known bench-

mark datasets demonstrates that SoEXBMF consistently out-

performs a range of state-of-the-art methods and analyzes

the contributions of the different components of our method.

The rest of this paper is organized as follows. We briefly review

related works in section 2. We give the problem definition and

background in section 3. The exposure model with social influence

is introduced in section 4. In section 5, we present the details of

the SoEXBMF model. The experimental results and discussions are

presented in section 6. Finally, we conclude the paper and present

some directions for future work in section 7.

2 RELATEDWORK
With the exponential growth of information generated on con-

sumer review websites and e-commerce websites, recommender

systems are drawing more attention from both academia and indus-

try. Substantial works have been done about collaborative filtering

(CF) model for its accuracy and scalability during the past two

decades [10, 14, 23, 30–32]. Here, we review the most related works

from two perspectives: one on the recommendation with implicit

feedback and the other on the social recommendation.

Recommendation with implicit feedback. In implicit feed-

back settings, all the items, including the ones that a user did not

consume, are taken into consideration. Negative feedback can be

attributed to two reasons: unknown, or dislike. Thus to better in-

fer user’s preference, Weighted Matrix Factorization (WMF)[11],

the standard factorization model for the implicit feedback data,

selectively downweights the evidence of these negative feedback

data. That is, WMF used a simple heuristic where all negative

feedback data are equally downweighted vis-a-vis the positive feed-

back data. Also, some neural-based collaborative methods including

CDAE[35], NCF[6] assign low confidence on the negative feedback

by uniformly sampling a subset of the negative feedback to train

their models. More recently, a new probabilistic model EXMF[15] in-

corporated user’s exposure to items into the CF methods. In EXMF,

user’s exposure can be translated to the weight of the user-item in-

teractions to downweight the negative feedback data automatically.

As our method is based on EXMF, we will introduce EXMF model

in details in section 3.

Some other pair-wise methods treat negative feedback data in

a different way. Bayesian personalized ranking (BPR) [22] focuses

on the learning of relative preferences and aims at maximizing



the AUC objective function. They believe that user’s preference

on his consumed items is above un-consumed items. Similarly, the

weighted approximated ranking pairwise (WARP) loss proposed

in [34] optimize Precision@K. Also, there are some other works

modeling implicit feedback with poisson distribution [3, 5] that can

scale up to massive data sets.

Social Recommendation. Social information has been utilized

to improve recommendation performance in recent works. These

methods mainly assume that connected users will share similar

preference [18, 38, 39]. Sorec [17], TrustMF [37], PSLF [25], jointly

factorize rating matrix and trust (social) matrix by sharing a com-

mon latent user space. In [2, 3, 16, 26, 31, 36], users’ feedback is

considered as synthetic results of their preference and social in-

fluence. [13, 31] utilize a social regularization term to constrain

user’s latent preference close to his trusted friends. Also, some

other researchers [33, 41] extend pair-wise BPR framework by fur-

ther assuming that for all items with negative feedback, a user

would prefer the items consumed by their friends over the rest.

Only one recent work SERec [29] in AAAI’18 explicitly employs

social information to infer user’s exposure to items. SERec extends

EXMF to construct two social exposure-based CF models: (1) SERec-

Re, in which the exposure matrix and the social relationship matrix

are jointly factorized by sharing the common latent vectors of users;

(2) SERec-Bo, in which a conditional model is used to heuristically

infer user’s exposure with homogeneous social influence from the

exposure of his connected friends. However, although users’ social

relations are integrated into users’ exposure in SERec, our method

SoEXBMF differs from SERec in following aspects: (1) social con-
sumption influence is explicitly modeled in SoEXBMF, while it is

ignored by SERec in that they do not consider the boost of user’s

friends’ consumption to his exposure. (2) social knowledge influence
is explicitly modeled in SoEXBMF, while it is ignored by SERec in

that they do not consider the influence between unconnected users

in the common communities. (3) SoEXBMF explicitly considers

heterogenous social influence while SERec treat social influence as

homogeneous. (4) SoEXBMF uses Bernoulli distribution, which can

better model the binary implicit feedback data than Guassian distri-

bution in SERec. Overall, we summarize the comparison between

the two methods in Table 2 and analyze the contributions of these

four aspects in our experiments.

3 PROBLEM DEFINITION AND
BACKGROUND

Suppose we have a recommender system with user setU (including

n users) and item set I (includingm items). The implicit feedback

data is represented as n ×m matrix X with entries xi j denoting
whether or not user i has consumed the item j. Social information

indicates the connections between users. Ti denotes the set of con-

nections (friends) of user i . The task of a recommender system can

be stated as follows: recommending items for each user that are

most likely to be consumed by him.

In the following we introduce EXMF [15], on which our proposed

method is based. EXMF directly incorporates user’s exposure to

items into the CF methods. Firstly it generates the latent variable

ai j , which indicates whether user i has been exposed to item j.

Then, it generates user’s consumption xi j based on ai j ,

ai j ∼ Bernoulli(ηi j ) (1)

xi j |ai j = 1 ∼ N(u⊤i vj , λ
−1

x ) (2)

xi j |ai j = 0 ∼ δ0 (3)

where δ0 denotes p(xi j = 0|ai j = 0) = 1; ηi j is the prior probability
of exposure. When ai j = 0, we have xi j = 0, since the user does

not know the item. When ai j = 1, xi j is modeled as the classic

preference model and factorized by the latent vectors ui and vj ,
which respectively characterize the latent preferences of user i and
latent attributes of item j. The expectation of user’s exposure ai j
can be calculated as follows:

E[ai j ] =
p(ai j = 1)p(xi j |ai j = 1)∑
ai j=0,1

p(ai j )p(xi j |ai j )
(4)

That is, when xi j = 1, E[ai j |xi j = 1] = 1, and when xi j = 0,

E[ai j |xi j = 0] =
ηi j · N(0|u⊤i vj , λ

−1

x )

(1 − ηi j ) · 1 + ηi j · N(0|u⊤i vj , λ
−1

x )
(5)

4 MODELING SOCIAL INFLUENCE ON USER’S
EXPOSURE

In this section, we model two kinds of social influence on user’s

exposure: social knowledge influence and social consumption in-

fluence, and combine these two parts into an integrated exposure

model.

4.1 Social knowledge influence on exposure
Here we design an exposure model to capture the social influence

between two users’ exposure. As previously discussed, a user’s

exposure will be affected by the knowledge (exposure) of other users

in his communities, including connected and unconnected users.

To further validate the point, we conduct the following statistical

analysis on three real-world social recommendation datasets: Ciao,

Epinions, LastFM (Details about datasets are presented in section

6.1).

We employ theMixedMembership stochastic blockmodel (MMSB)
1

[1] to discover communities in the social network and to learn a

community distribution for each user. In Figure 2, we plot the av-

erage number of shared common consumptions vs. the (cosine)

similarity of the community distribution, both for connected user

pairs and for all user pairs. As shown in Figure 2, as users belong

to more similar communities, they will share more common con-

sumptions even if they are not directly connected. Also, we observe

that the two curves in Figure 2 mostly overlap. The reason is that

the number of un-connected user pairs is much larger than the

connected user pairs. Thus, the influence between un-connected

user pairs is also important in deriving user’s exposure.

Motivated by the above analysis, we propose an exposure model

based on users’ community distribution to capture the social influ-

ence between two users’ exposure. The proposed model generates

a user’s exposure to an item based on the average popularity of the

item in all the communities the user belongs to. That is, if an item

has been exposed to many members of a user’s communities, he

1
Svinet package: https://github.com/premgopalan/svinet. Note that the number of

communities D can also be inferred by Svinet.
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Figure 2: The average number of common consumptions between un-connected and all user pairs for varying community
similarity.

will be more likely to know this item. Formally, a user’s exposure

has the following generative process:

ai j ∼ Bernoulli(σ (θ⊤i dj )) (6)

Where σ (.) denotes the logistic function, θi the D-dimensional

community distribution of user i , dj the D-dimensional parameter

of item j , which captures the popularity of item j in each community.

In this paper, the community distribution is obtained using the

Mixed-Membership stochastic blockmodel (MMSB). We remark

that other community detection algorithms can also be used [4, 40].

However, the community detection algorithm is not the primary

focus of this paper and is orthogonal to our proposed model.

To better understand the social influence between two user’s

exposure in this model, we formulate the following lemma. The

proof is included in appendix A.1.

Lemma 1. Given other users’ exposure to the specific item j (a¬i j ),
the conditional probability of the exposure for user i is:

p(ai j |θ ,dj ,a¬i j ) = Bernoulli

(
σ

(∑
k,i

w
j
k→i (ak j −

1

2

)

))
(7)

wherea¬i j denotesa1j , . . . ,anj but withai j omitted.w j
k→i = θ

⊤
i M

i jθk
denotes the weight of social influence from user k on user i .Mi j is a
positive definite matrix calculated by:

Mi j = (
∑
k,i

(
σ (θ⊤k dj ) −

1

2

θ⊤k dj
)θkθ

⊤
k )

−1
(8)

According to lemma 1, the conditional probability of user’s expo-

sure depends on the weighted sum of the exposure of other users.

That is, if users with strong impact on us know the specific item

j, we are more likely exposed to it. The coefficients w
j
k→i indi-

cate the strength of the influence from different users based on

their community distribution. Further,w
j
k→i is bilinear form which

can be expressed as the weighted average of the elements ofMi j
:

w
j
k→i =

∑
1≤p,q≤D

θkpθiqM
i j
pq . In practise, since users typically fo-

cus on a few communities, we can find the diagonal elements of

Mi j
are much larger than the other elements. For example, in the

Ciao dataset, the minimum diagonal elements ofMi j
is 0.02, while

the maximum off-diagonal elements is 7.8e-5. thus, in our model the

more similar community distributions between users correspond

to a larger value of the influence strength, which results in more

common items that the users consume, modeling the phenomenon

in Figure 2.

4.2 Social consumption influence on exposure
The items consumed by our connected friends are more likely to

come to our attention than those not consumed by them. Here we

try to capture this phenomenon and propose an exposure model

with the social influence from the friends’ consumption. Formally,

we model the social consumption influence as follows:

ai j ∼ Bernoulli(σ (τi0 +
∑
k ∈Ti

τikxk j )) (9)

where Ti denotes the set of friends of user i , and xk j denotes the
consumption of his friend user k . Also, the logistic function σ (.)
is employed to map the weighted sum to the probabilistic interval

[0,1] for a stable and robust model. The user’s exposure in Eq.(9)

is modeled as a logistic regression based on the consumption of

the user’s friends. The regression parameter τik > 0 represents

how much user i is influenced by the consumption of his friend

user k . Intuitively, different social ties may have different influence

strength (tie strength) [5, 28]. For example, the items consumed

by our close friends are more likely to come to our attention than

those from acquaintances. Our model captures this point and learns

the personalized tie strength (τik ) from the data. Overall, as we can

see from equation (9), the more and the closer friends (i.e., those

with high value of τik ) have consumed the item, the greater the

likelihood that the user will know the item.

4.3 Integrated social influence on exposure
Individuals will be affected by both the exposure of other users in

their communities and by the consumption of friends. That is, on the

one hand, each of us belongs to some content-sharing communities

and the items mentioned in these communities are more likely

brought to our attention. On the other hand, we are more likely to

know the items that have been consumed by our friends. Thus both

kinds of social influence are important for inferring users’ exposure.

We combine social consumption influence and social knowledge

influence in an integrated social exposure model as follows in a

Bernoulli-logistic structure:

ai j ∼ Bernoulli(σ (θ⊤i dj + τi0 +
∑
k ∈Ti

τikxk j )) (10)



Eq.(10) indicates the larger the combined social influence, the more

likely that the user will know the item.

5 SOCIAL EXPOSURE-BASED BINARY
MATRIX FACTORIZATION

In this section, we will first introduce our improved exposure-based

recommendation model EXBMF. Then, we will integrate the social

exposure model from section 4 into EXBMF.

5.1 Exposure-based binary matrix factorization
(EXBMF)

Considering implicit feedback data (xi j ) is a binary variable, it seems

not a good choice to generate xi j based on a continuous Gaussian

distribution. Especially, for an exposure-based recommendation

model, modeling the probability mass p(xi j |ai j = 1) by a Gaussian

distribution has the following drawback: as shown in Eq. (4) and

(5), two conditional probabilities p(xi j = 0|ai j = 1) and p(xi j =
0|ai j = 0) need to be compared to infer user’s exposure ai j . If the
probability mass p(xi j = 0|ai j = 1) was replaced by the probability

density functionN (0|u⊤i vj , λ
−1

x ), wewill compare themass function

and density function. The value of ai j is thus very sensitive to the

selected Gaussian precision parameter λx and may not reflect the

true exposure of users.

Thus, we replace the Gaussian distribution in the EXMF model

by a Bernoulli distribution to generate xi j and conduct matrix

factorization on the Bernoulli parameters in our EXBMF model as

follows:

xi j |ai j = 1 ∼ Bernoulli(σ (z + u⊤i vj )) (11)

xi j |ai j = 0 ∼ δ0 (12)

where δ0 is a delta function with p(xi j = 0|ai j = 0) = 1, z is a global
bias, and ui is the latent K-dimensional vector of the preference of

user i and vj is the latent K-dimensional vector of the attribute of

item j. Similar to EXMF, we employ simple matrix factorization to

set off the effect of the Bernoulli model.

Exploring the reasons for negative feedback.With Bernoulli

distribution on xi j , our EXBMF can quantitatively explore the rea-

sons for user’s negative feedback (dislike, unknown or both). To

facilitate the description, we introduce an auxiliary variable ri j ,
which denotes whether user i likes the item j:

ri j ∼ Bernoulli(σ (z + u⊤i vj )) (13)

xi j = ai j · ri j (14)

Now, user’s feedback xi j can be considered as the product of two

binary variables ai j and ri j . When xi j = 0, we have three cases of

the values of ri j and ai j : (1) ri j = 1,ai j = 0, (2) ri j = 0,ai j = 1, (3)

ri j = 1,ai j = 1, which correspond to three cases of user’s negative

feedback: (1) The user likes the item but he does not know it. (2)

The user knows the item but he dislikes it. (3) The user does not

know the item and he dislikes it. In our EXBMF model, by inferring

the joint posterior of ai j and ri j , we can quantitatively explore the

reasons for user’s negative feedback (dislike, unknown or both) and

infer the probabilities for the three cases. These posterior probabil-

ities can bring benefits in many applications. For example, these

probabilities can help a company to find out the user-item pairs

with high preference and low exposure to promote its products.

xij

ui

vj

aij

θiτi0τik

xkj

dj

z

k ∈ Ti
i ∈ U

j ∈ I

Figure 3: The graphical model of SoEXBMF.

5.2 Social exposure-based binary matrix
factorization (SoEXBMF)

We now integrate the social exposure model into EXBMF to com-

plete SoEXBMF. Here we introduce the zero-mean spheral Gaussian

prior for penalizing the model complexity as proposed by recent

works [15, 19, 29]. User’s exposure (ai j ) to item is generated with

social influence as defined in section 4. Implicit feedback data xi j
is generated based on user’s exposure and preference according

to our EXBMF model. Overall, the SoEXBMF model assumes the

following generative process,corresponding to the graphical model

presented in Figure 3:

(1) Draw the global bias: z ∼ N(0, λ−1

z ).

(2) For each user i:
I. Draw bias: τi0 ∼ N(0, λ−1

τ 0
).

II. Draw the latent preference: ui ∼ N(0, λ−1

u I).
III. For each tie with friend k , draw the personalized tie

strength: τik ∼ N(0, λ−1

τ ).

(3) For each item j:
I. Draw the item popularity in communities:dj ∼ N(0, λ−1

d I).
II. Draw the latent attribute: vj ∼ N(0, λ−1

v I).
(4) For each user-item pair (i, j), draw users’ exposure based on

the synthetic influence of social network:

ai j ∼ Bernoulli(σ (θ⊤i dj + τi0 +
∑

k ∈Ti
τikxk j )).

(5) For each user-item pair (i, j), draw the implicit feedback

based on the exposure:

When the user know the item, draw the implicit feedback

based on preference: xi j |ai j = 1 ∼ Bernoulli(σ (z + u⊤i vj )).
When the user don’t know the item, he will not consume

it: xi j |ai j = 0 ∼ δ0.

5.3 Variational inference
Since the exact posterior probability of SoEXBMF is not tractable to

compute, we develop an efficient approximate method to compute

the posterior based on variational inference [27]. The variational

posterior distribution approximates the exact posterior of latent

variables with a simpler, tractable distribution. The mean field the-

ory motivates us to factorize these variational distributions into

disjoint groups, and these variables are governed by their own

variational parameters. Besides, we can specify the form of the

factored variational distribution of each variable as same as its



corresponding conditional [9]: the variational distributions of la-

tent variables u,v,d, z,τ are Gaussian distributions, while a is a

Bernoulli distribution. That is, we define variational distribution as

follows:

q(u,v, z,d,τ ,a) = N(z |z̄, z̃)
∏
j ∈V

(
N(vj |v̄j , ṽj )N(dj | ¯dj , ˜dj )

)
×

∏
i ∈U

©«N(ui |ūi , ũi )N(τi0 |τ̄i0, τ̃i0)
∏
k ∈Ti

N(τik |τ̄ik , τ̃ik )
ª®¬

×
∏

i ∈U , j ∈V
Bernoulli(ai j |āi j ) (15)

where Φ = {{v̄j , ṽj , ¯dj , ˜dj }j ∈V , {ūi , ũi , τ̄i0, τ̃i0, {τ̄ik , τ̃ik }k ∈Ti }i ∈U ,

{āi j }i ∈U , j ∈V , z̄, z̃} are variational parameters that are adjusted

so that q(u,v, z,d,τ ,a) is as similar as possible to the posterior

p(u,v, z,d,τ ,a |X ) by minimizing the KL divergence between them.

Equivalently, variational parameter Φ can be optimized by maxi-

mizing the evidence of lower bound (ELBO) as follows:

L(Φ) = Eq [logp(u,v, z,d,τ ,a,X )] − Eq [logq(u,v, z,d,τ ,a) (16)

Note that L(Φ) is analytically intractable since the Bernoulli-logit

likelihood does not admit a conjugate prior. To address this problem

we employ Gaussian lower bound on the logistic function [8, 12]

as follow:

σ (x) ⩾ h(x , ξ ) = σ (ξ ) exp((x − ξ )/2 − λ(ξ )(x2 − ξ 2))

λ(ξ ) =
1

2ξ
(σ (ξ ) −

1

2

) (17)

which is a tight lower bound on the logistic function, with an

additional parameter ξ . Thus, we can replace the logistic function of
Bernoulli-logit likelihood for each xi j and ai j with an instantiation

of (17) including additional parameters ξ xi j and ξ
a
i j . We obtain the

following new lower bound:

L̃(Φ, ξ ) =
∑

i ∈U , j ∈V
Eq

[
h

(
(2ai j − 1)αi j , ξ

a
i j

)
+ ai j ln(I[xi j = 1])

+ (1 − ai j )h
(
(2xi j − 1)βi j , ξ

x
i j

) ]
+ Eq

[
λzz

2

]
+

∑
i ∈U

Eq
[
λuu

2

i + λτ 0τ
2

i0 + λτ
∑
k ∈Ti

τ 2

ik

]
+

∑
j ∈V

Eq
[
λvv

2

j + λdd
2

j ] − Eq
[
q(u,v, z,d,τ ,a)

]
(18)

where αi j = θ
⊤
i dj + τ0 +

∑
k ∈Ti τikxk j and βi j = u

⊤
i vj + z are the

Bernoulli parameters of ai j and xi j respectively, and I[.] denotes
the indicator function. We then use the coordinate ascent method to

optimize the variational parameters iteratively by maximizing the

lower bound L̃(Φ, ξ ). In Algorithm 1, we present the pseudo-code

of our inference algorithm, with details in appendix A.2.

Recommendations.Once the posterior is fit, recommendations

are generated according to the probability that the user will con-

sume the items as Eq.(41).

Algorithm 1 Variational inference of SoEXBMF

1: Initialize variational parameters randomly;

2: while not converge do
3: for each user-item pair (i, j) do
4: Update the parameters ξ ai j ,ξ

x
i j and the variational parameters of

ai j . {Eq.(26)-(28)}
5: end for
6: Update the variational parameters of z . {Eq.(39)-(40)}
7: for each user i do
8: Update the variational parameters of ui , τi0. {Eq.(29)-(32)}
9: for each connection of the user i with the friend k do
10: Update the variational parameters of τik . {Eq.(33)-(34)}
11: end for
12: end for
13: for each item j do
14: Update the global variational parameters of vj , dj . {Eq.(35)-(38)}
15: end for
16: end while

Table 1: Statistics of three datasets

Datasets #Users #Items #Links #User-item interactions

Ciao 7,375 11,166 111,781 147,814

Epinions 28,305 21,323 426,936 421,583

LastFM 1,892 2,828 25,434 71,426

6 EXPERIMENTS AND ANALYSES
In this section, we conduct experiments to evaluate the recom-

mendation quality of SoEXBMF. Our experiments are intended to

address the following questions:

(1) Is it beneficial to model user’s exposure with the social con-

sumption influence?

(2) Is it beneficial to model user’s exposure with the social knowl-

edge influence?

(3) Is it beneficial to model the heterogeneous social influence

between users?

(4) Is it beneficial to model implicit feedback data with Bernoulli

distribution instead of Gaussian distribution in exposure-based

recommendation model?

6.1 Experimental protocol
Datasets. Three datasets Epinions

2
, Ciao

3
, LastFM

4
are used in

our experiments. These datasets contain users’ feedback and social

relations. Specifically, the datasets Epinions and Ciao contain users’

ratings on movies, while the dataset LastFM contains users’ clicks

on music. The dataset statistics are presented in Table 1. Similar to

[7, 36], we preprocess the datasets so that all items have at least five

interactions and "binarize" user’s feedback into implicit feedback.

That is, as long as there exists some user-item interactions (ratings

or clicks), the corresponding implicit feedback is assigned a value

of 1. Grid search and 5-fold cross validation are used to find the

best parameters. That is, we set K = 10, λu = λv = λz = λd = 1,

λτ = λτ 0 = 0.1.

2
http://www.trustlet.org/epinions

3
http://www.cse.msu.edu/~tangjili/trust

4
https://grouplens.org/datasets/hetrec-2011/

http://www.trustlet.org/epinions
http://www.cse.msu.edu/~tangjili/trust
https://grouplens.org/datasets/hetrec-2011/ 


Table 2: The characteristics of the exposure-based compared methods.

Methods EXMF SERec-Bo EXBMF SERec-Bo-B SoEXBMF-CH SoEXBMF-C SoEXBMF-K SoEXBMF

Social influence \
√

\
√ √ √ √ √

Consumption influence \ \ \ \
√ √

\
√

Knowledge influence \ \ \ \ \ \
√ √

Heterogenous influence \ \ \ \ \
√ √ √

Bernoulli likelihood \ \
√ √ √ √ √ √

Methods Compared. The following recommendation methods

are tested.

• WMF [11]: The classic weighted matrix factorization model

for implicit feedback data.

• SPF [3]: A social recommendation model that incorporates

social influence with users’ latent preference based on pois-

son factorization.

• EXMF [15]: A probabilistic model that directly incorporates

user’s exposure to items into traditional matrix factorization.

EXMF does not utilize social information and choose an

item-dependent prior of user’s exposure.

• SERec-Bo[29]: A probabilistic model that extends the EXMF

model with social influence on user’s exposure. Note that in

[29] the authors reported that the performance of SERec-Bo

is consistently better than their other model SERec-Re. Thus,

here we choose SERec-Bo as a comparison.

• EXBMF, SERec-Bo-B: To validate the superiority of employ-

ing Bernoulli likelihood rather than Gaussian likelihood for

implicit feedback data, we design two comparisons EXBMF,

SERec-Bo-B that modify EXMF, SERec-Bo in this way.

• SoEXBMF: Our complete social exposure-based recommen-

dation model.

• SoEXBMF-K, SoEXBMF-C: To analyze the effect of each

of the two components of social influence separately, we

compare the methods SoEXBMF-K that just considers social

knowledge influence on exposure and SoEXBMF-C that just

considers social consumption influence on exposure.

• SoEXBMF-CH: To explore the benefit of modeling the hetero-

geneous social influence between users, we design another

model SoEXBMF-CH, a special case of SoEXBMF-C where

the different social ties are constrained to have the same tie

strength.

We also present comparisons for these exposure-based methods in

Table 2.

EvaluationMetrics.We adopt the followingmetrics to evaluate

recommendation performance:

• Recall@K (Rec@K): This metric quantifies the fraction of

consumed items that are in the top-K ranking list sorted by

their estimated rankings. For each user i , we define Rec(i)
as the set of recommended items in top-K and Con(i) as the
set of consumed items in test data for user i . Then we have:

Recall@K =
1

|U |

∑
i ∈U

|Rec(i) ∩Con(i)|

|Con(i)|
(19)

• Precision@K (Pre@K): This measures the fraction of the

top-K items that are indeed consumed by the user:

Precision@K =
1

|U |

∑
i ∈U

|Rec(i) ∩Con(i)|

|Rec(i)|
(20)

• Normalized Discounted Cumulative Gain (NDCG): This is

widely used in information retrieval and it measures the

quality of ranking through discounted importance based on

positions. In recommendation, NDCG is computed as follow:

NDCG =
1

|U |

∑
i ∈U

DCGi
IDCGi

(21)

whereDCGi is defined as follow and IDCGi is the ideal value

of DCGi coming from the best ranking.

DCGi =
∑

j ∈Con(i)

1

log
2
(ranki j + 1)

(22)

where ranki j represents the rank of the item j in the recom-

mended list of the user i .

6.2 Results and Analyses
Table 3 presents the performance of the compared methods in terms

of three evaluation metrics. The boldface font denotes the winner

in that row. Overall, our proposed SoEXBMF model consistently

outperforms all compared methods. Table 3 also shows the relative

improvements achieved by SoEXBMF over the compared methods.

The effect of social influence. On the one hand, we observe

that the methods with social knowledge influence outperform their

corresponding special cases without it (SoEXBMF outperforms

SoEXBMF-C, SoEXBMF-K outperforms EXBMF). The reason is that

the information about items propagates along the social network.

Users exposure to items is affected by the knowledge (exposure) of

others including connected and unconnected users. This also can be

seen from the performance gain of SOEXBMF-K versus SERec-Bo-B,

which just models social influence between connected users. On the

other hand, the methods (SoEXBMF, SoEXBMF-C, SoEXBMF-CH)

that model social consumption influence on user’s exposure achieve

better performance than those that do not. This result validates our

intuition that the items consumed by our friends are more likely to

be exposed to us. Overall, we observe that SoEXBMF achieves best

performance, which confirms the idea that combing both social

consumption influence and social knowledge influence performs

better than considering only one aspect.

The effect of Bernoulli likelihood. Note that the only differ-

ence between EXBMF and EXMF is that EXBMF employs Bernoulli

likelihood for implicit feedback data while EXMF employs Gaussian

likelihood. We can observe that EXBMF, with very few exceptions,

outperforms EXMF. Especially in LastFM, the improvement is ap-

parent: 11.7% in terms of precision, 11.1% in terms of recall and 4.5%

in terms of NDCG. These results demonstrate the effectiveness of

Bernoulli likelihood for the implicit feedback data. Similar results

can be seen from the performance of SERec-Bo-B vs. SERec-Bo.



Table 3: The performance metrics of the compared algorithms. The boldface font denotes the winner in that row, and the
second number in a cell shows the relative performance gain of SoEXBMF compared to that method.

Methods SPF WMF EXMF SERec-Bo EXBMF SERec-Bo-B SoEXBMF-CH SoEXBMF-C SoEXBMF-K SoEXBMF

Ciao

Pre@5 0.0349 0.0403 0.0371 0.0402 0.0386 0.0395 0.0405 0.0408 0.0412 0.0442
Impv 26.6% 9.6% 19.1% 10.0% 14.5% 11.8% 9.2% 8.4% 7.2% -
Rec@5 0.0339 0.0401 0.0395 0.0409 0.0410 0.0411 0.0427 0.0441 0.0423 0.0483
Impv 42.3% 20.4% 22.1% 18.2% 17.6% 17.4% 13.0% 9.5% 14.2% -
NDCG 0.2004 0.2133 0.2139 0.2145 0.2149 0.2159 0.2152 0.2168 0.2170 0.2239
Impv 11.7% 4.9% 4.6% 4.4% 4.2% 3.7% 4.0% 3.3% 3.2% -

Epinions

Pre@5 0.0220 0.0236 0.0194 0.0200 0.0209 0.0210 0.0237 0.0251 0.0209 0.0260
Impv 18.3% 10.6% 34.4% 30.3% 24.9% 24.0% 10.1% 3.6% 24.8% -
Rec@5 0.0263 0.0260 0.0259 0.0262 0.0248 0.0251 0.0274 0.0292 0.0263 0.0323
Impv 23.0% 24.4% 24.8% 23.5% 30.2% 28.7% 18.1% 10.7% 22.7% -
NDCG 0.1848 0.1819 0.1868 0.1884 0.1840 0.1848 0.1854 0.1885 0.1851 0.1944
Impv 5.2% 6.9% 4.1% 3.2% 5.7% 5.2% 4.9% 3.1% 5.0% -

LastFM

Pre@5 0.1957 0.2152 0.2180 0.2228 0.2435 0.2509 0.2333 0.2420 0.2520 0.2547
Impv 30.2% 18.4% 16.8% 14.3% 4.6% 1.5% 9.2% 5.3% 1.1% -
Rec@5 0.1199 0.1358 0.1369 0.1409 0.1521 0.1575 0.1497 0.1554 0.1583 0.1644
Impv 37.1% 21.1% 20.1% 16.7% 8.1% 4.4% 9.8% 5.8% 3.9% -
NDCG 0.4397 0.4601 0.4695 0.4707 0.4905 0.4959 0.4889 0.4935 0.4944 0.5033
Impv 14.5% 9.4% 7.2% 6.9% 2.6% 1.5% 2.9% 2.0% 1.8% -
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Figure 4: Precision@K vs. Recall@K, where K ranges from 5 to 50

Heterogenous social influence. As we can see from Table 3,

SoEXBMF-C with personalized tie strength consistently achieves

better performance than its special case SoEXBMF-CH with the

same tie strength. These results support our intuition that different

ties may have different influence strength. For example, the items

consumed by our close friends that have high frequency of inter-

actions, are more likely to come to our attention than those items

consumed by our acquaintances.

To further interpret the personalized tie strength in our model,

we present the distribution of tie strength τ̄ik in Figure 5. These

three plots are very consistent with those plots presented in [20], a

research exploring tie strength in mobile communication networks.

Figure 5 shows that tie strength has a fairly diverse distribution

in all three datasets. Although there exist a large number of ties

with weak strength (tik < 0.1), the numbers of ties with much

stronger strength varying from 0.5 to 2.5 are nonnegligible. This

confirms that different ties may indeed have different tie strength.

Thus, explicitly modeling personalized tie strength in social recom-

mendation is necessary.

Recall and Precision. Figure 4 depicts Recall (X-axis) vs. Preci-
sion (Y -axis) of the ten compared recommendation methods. Data

points from left to right on each line were calculated at different

values of K, ranging from 5 to 50. Clearly, the closer the line is to

the top right corner (of the plot area), the better the algorithm is:

which indicates that both recall and precision are high. We observe

that SoEXBMF again clearly outperforms other methods, consistent

with the findings in Table 3.

7 CONCLUSIONS
In this paper, we present a novel social recommendation method

SoEXBMF for implicit feedback data, whichmodels the social knowl-

edge influence and social consumption influence on users’ exposure.

For the knowledge influence, we consider that users’ exposure is

affected by the knowledge (exposure) of the connected and uncon-

nected users in their communities. For the consumption influence,

we consider the heterogeneous social influence from connected

users’ consumption and the personalized tie strength can be learned

in our model. Besides, in our model we utilize Bernoulli distribu-

tion instead of traditional Gaussian distribution to generate implicit

feedback data, which can better interpret the reasons (unknown

or dislike) of negative feedback. The experimental results on three

real-world datasets show that SoEXBMF consistently outperforms

existing methods in various metrics.

In the future, we plan to explore venue recommendation. In

venue recommendation, a user’s negative feedback can be attributed

to three reasons: (1) he does not know it; (2) he dislikes it; (3) the



(a) On dataset Ciao (b) On dataset Epinions (c) On dataset LastFM

Figure 5: Histograms of tie strength τ̄ik

venue is too far to visit. We can extend our SoEXBMF to model

these three aspects for better recommendation performance.
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A APPENDIX
A.1 Proof of lemma 1
Formally, given other users exposure on the specific item j (a¬i j :

a1j , . . . ,anj but with ai j omitted), the optimal value of dj need to

maximize the following likelihood:

L =
∑
k,i

logBernoulli(ak j |σ (θ
⊤
k dj )) (23)

Note that L is convex on the variable dj and thus
∂L
∂dj
= 0, we have:∑

k,i

θk (ak j −
1

2

) =
∑
k,i

θk (σ (θ
⊤
k dj ) −

1

2

) =
∑
k,i

(
σ (θ⊤k dj ) −

1

2

θ⊤k dj
)θkθ

⊤
k dj

That is,

dj = Mi j
∑
k,i

θk (ak j −
1

2

)

Mi j = (
∑
k,i

(
σ (θ⊤k dj ) −

1

2

θ⊤k dj
)θkθ

⊤
k )

−1 = (Θ¬iΛ
i jΘ⊤

¬i )
−1

(24)

Where Θ¬i = [θ1,θ2, ..θk,i ], Λ
i j

denotes diagonal matrix with

diagonal elements Λ
i j
kk =

σ (θ⊤
k dj )−

1

2

θ⊤
k dj

. Here we note that the number

of users n is much larger than the number of communities D, and
thus believe that the matrix Θ¬i is full rank. If not, we can reduce

the dimension to release the coupling. That is, for arbitrary non-zero

D-dimensional vector v , we have Θ¬iv , 0. Thus, we can find the

matrix Θ¬iΛ
i jΘ⊤

¬i is a positive definite matrix, since the diagonal

elements of Λi j are positive and the inequality v⊤Θ¬iΛ
i jΘ⊤

¬iv > 0

holds. Thus, the inverse matrixMi j
is positive definite too.

Then, we have the following conditional distribution of user’s

exposure based on equations(6) and (24):

p(ai j |θ ,a¬i j ) = Bernoulli

(
σ

(∑
k,i

(θ⊤i M
i jθk )(ak j −

1

2

)

))
(25)

A.2 Variational Inference of SoEXBMF
By calculating the gradient of L̃(Φ, ξ ) on each variational parameter,

we can get the optimal closed solution based on other variational

parameters. Thus, in each step, we can update these variational

parameters as follows:

ξ xi j =
√
Tr ((ũi + ūiū

⊤
i )(ṽj + v̄jv̄

⊤
j )) + z̃ + z̄

2 + 2z̄ū⊤i v̄j (26)

ξai j =

√
ᾱi j2 + θ

⊤
i

˜djθi + τ̃i0 +
∑
k ∈Ti

τ̃ikxk j (27)

āi j =


1,xi j = 1

exp(ρ+(ξ ai j , ᾱi j )+ρ−(ξ
x
i j ,

¯βi j ))

exp(ρ+(ξ ai j , ᾱi j )+ρ−(ξ
x
i j ,

¯βi j ))+exp(ρ−(ξ ai j , ᾱi j ))
,xi j = 0

(28)

ũi = (λu I +
∑
j ∈V

2āi jλ
x
i j (v̄jv̄

⊤
j + ṽj ))

−1
(29)

ūi = ũi
∑
j ∈V

āi jv̄j (
2xi j − 1

2

− 2λxi j z̄) (30)

τ̃i0 = (λτ 0I +
∑
j ∈V

2λai j )
−1

(31)

τ̄i0 = τ̃i0
∑
j ∈V

(
2ai j − 1

2

− 2λai j (θ
⊤
i dj +

∑
k ∈Ti

τ̄ikxk j )) (32)

τ̃ik = (λτ I +
∑
j ∈V

2λai jxk j )
−1

(33)

τ̄ik = τ̃ik
∑
j ∈V

xk j (
2ai j − 1

2

− 2λai j (θ
⊤
i dj + τ̄i0 +

∑
l ∈Ti ,l,k

τ̄ilxl j ))

(34)

ṽj = (λv I +
∑
i ∈U

2āi jλ
x
i j (ūiū

⊤
i + ũi ))

−1
(35)

v̄j = ṽj
∑
i ∈U

āi jūi (
2xi j − 1

2

− 2λxi j z̄) (36)

˜dj = (λd I +
∑
i ∈U

2λai jθiθ
⊤
i )

−1
(37)

¯dj = ˜dj
∑
i ∈U

θi (
2ai j − 1

2

− 2λai j (τ̄i0 +
∑
k ∈Ti

τ̄ikxk j )) (38)

z̃ = (λz I +
∑

j ∈V ,i ∈U
2āi jλ

x
i j )

−1
(39)



z̄ = z̃
∑

j ∈V ,i ∈U
āi j (

2xi j − 1

2

− 2λxi jū
⊤
i v̄j ) (40)

Where Tr (.) denotes the trace of the matrix, ρ+(a,b) = loдσ (a) +
0.5 × (b − a) and ρ−(a,b) = loдσ (a) + 0.5 × (−b − a), where ᾱi j =

θ⊤i
¯dj + τ̄i0 +

∑
k ∈Ti

τ̄ikxk j and ¯βi j = ū
⊤
i v̄j + z̄ are the expectation of

the Bernoulli parameters of ai j and xi j .
Once the posterior is fit, recommendations generated according

to the probability that the user will consume the items as follows:

Eq [xi j ] = Eq [p(xi j = 1)] = Eq [p(xi j = 1|ai j = 1)p(ai j = 1)]

= exp(ρ+(ξ
a
i j , ᾱi j ) + ρ+(ξ

x
i j ,

¯βi j )) (41)
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