KuaiRand: An Unbiased Sequential Recommendation Dataset with Randomly Exposed Videos
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ABSTRACT
Recommender systems deployed in real-world applications can have inherent exposure bias, which leads to the biased logged data plaguing the researchers. A fundamental way to address this thorny problem is to collect users’ interactions on randomly expose items, i.e., the missing-at-random data. A few works have asked certain users to rate or select randomly recommended items, e.g., Yahoo! [16], Coat [22], and OpenBandit [19]. However, these datasets are either too small in size or lack key information, such as unique user ID or the features of users/items. In this work, we present KuaiRand, an unbiased sequential recommendation dataset containing millions of intervened interactions on randomly exposed videos, collected from the video-sharing mobile App, Kuaishou. Different from existing datasets, KuaiRand records 12 kinds of user feedback signals (e.g., click, like, and view time) on randomly exposed videos inserted in the recommendation feeds in two weeks. To facilitate model learning, we further collect rich features of users and items as well as users’ behavior history. By releasing this dataset, we enable the research of advanced debiasing large-scale recommendation scenarios for the first time. Also, with its distinctive features, KuaiRand can support various other research directions such as interactive recommendation, long sequential behavior modeling, and multi-task learning. The dataset and its news will be available at https://kuairand.com.

CCS CONCEPTS
• Information systems → Recommender systems.

1 INTRODUCTION
Recommender systems have become a powerful tool for tech companies to connect users with appropriate items or services. Although developing and evaluating a recommendation model with real users are effective, online A/B testing is time- and money-consuming and entails the risk of hurting customer engagement, thus impairing the platform’s value proposition [7, 21]. Hence, most of the efforts have been put into developing advanced recommendation models on the offline data generated from the interaction logs.

However, the bottleneck becomes the offline data per se. Since the highly sparse data comes from the collected historical interactions between users and the system, it is unavoidably affected by the exposure bias [3, 13, 14]. The biased data has catastrophic effects on researchers and practitioners of recommender systems. It leads to inconsistent online and offline results of the model [22] and
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To tackle the problem at the root, we have to collect the user preferences. The fundamental problem lies in the fact that we have no knowledge about the massive missing interactions in the offline data [6]. To tackle the problem at the root, we have to collect the user preferences regarding those previously NOT exposed items. Gao et al. [6] collected a fully-observed dataset with each user’s preferences on each item known. However, this dataset can inevitably be biased towards popular items due to its extremely high density.

A more practical way to obtain truly unbiased data is to collect users’ feedback on uniformly sampled items, i.e., the missing-at-random (MAR) data [29]. It has been demonstrated that we can conduct an unbiased offline evaluation on the MAR data [20, 29].

Few works have considered this solution and collected user feedback on randomly exposed items. The well-known datasets Yahoo! R3 [16] and Coat [22] asked a set of people to explicitly rate a certain number of randomly selected items in the score range from 1 to 5. However, the scales of the two datasets are quite limited — only 54,000 ratings in Yahoo! and 4,640 ratings in Coat for the randomly selected items. Besides, both of them lack some key information such as user/item features and timestamp. The recently introduced dataset OpenBandit [19] collected users’ clicks on items from a slate of three items. Each slate is generated by a multi-armed bandit policy or a random policy. However, it only evolves 80 items, and the user identification (ID) information is removed. These insufficient information problems make existing datasets fail to satisfy the requirement of many recommendation tasks.

### 1.1 Open Problem: Collecting Random Data

The fundamental problem lies in the fact that we have no knowledge about the massive missing interactions in the offline data [6]. To tackle the problem at the root, we have to collect the user preferences regarding those previously NOT exposed items. Gao et al. [6] collected a fully-observed dataset with each user’s preferences on each item known. However, this dataset can inevitably be biased towards popular items due to its extremely high density.

A more practical way to obtain truly unbiased data is to collect users’ feedback on uniformly sampled items, i.e., the missing-at-random (MAR) data [29]. It has been demonstrated that we can conduct an unbiased offline evaluation on the MAR data [20, 29].

Few works have considered this solution and collected user feedback on randomly exposed items. The well-known datasets Yahoo! R3 [16] and Coat [22] asked a set of people to explicitly rate a certain number of randomly selected items in the score range from 1 to 5. However, the scales of the two datasets are quite limited — only 54,000 ratings in Yahoo! and 4,640 ratings in Coat for the randomly selected items. Besides, both of them lack some key information such as user/item features and timestamp. The recently introduced dataset OpenBandit [19] collected users’ clicks on items from a slate of three items. Each slate is generated by a multi-armed bandit policy or a random policy. However, it only evolves 80 items, and the user identification (ID) information is removed. These insufficient information problems make existing datasets fail to satisfy the requirement of many recommendation tasks.

### 1.2 Contributions: The KuaiRand Dataset

Our goal is to enable unbiased offline evaluation in real-world recommendation scenarios. To this end, we present KuaiRand, a large-scale sequential recommendation dataset, collected from Kuaishou App1, one of the China’s largest video-sharing Apps with more than 300 million daily active users. Different from previous datasets, it intervenes in the recommendation policies by randomly inserting randomly chosen videos in the normal recommendation feed for two weeks without user awareness. Hence, we can collect genuine unbiased user reflections on these randomly exposed videos. We recorded all 12 kinds of feedback signals, such as click, adding to favorites, and view time. To facilitate model learning, we further collected users’ historical behaviors as well as rich side information of users/items. The process is illustrated in Fig. 1 and the detailed information can be referred to Table 1.

It is worth mentioning that KuaiRand is the first unbiased sequential recommendation data where we intervene in the original recommendation policy millions of times by inserting random items. The unbiased sequential data enables us to carry out the unbiased offline evaluation [20, 29], thus facilitating the research of debiasing [3] in large-scale recommendation scenarios. Furthermore, with its distinctive features, KuaiRand can naturally facilitate a variety of other recommendation tasks, such as interactive recommendation [4, 27], long sequential behavior modeling [17, 18], and multi-task learning [2, 28].

## 2 RELATED WORK

### 2.1 Offline Evaluation in Recommendation

Online A/B tests are effective in tech companies to assess the performances of recommender models [7]. However, it usually consumes much time and money, which makes it impractical for academic researchers to conduct the evaluation online.

Therefore, researchers usually resort to offline evaluation, which includes: (1) computing traditional indicators (such as Precision, Recall, and NDCG [9]) on the test set; (2) conducting off-policy evaluation or counterfactual reasoning [1, 23] to perform an offline...

---

1. https://www.kuaishou.com/cn
A/B test [7]; (3) using user simulation techniques [8, 30] to evaluate the recommender in the online A/B test. However, computing traditional indicators cannot answer how the recommender performs on the massive missing data, i.e., the user-item pairs which have not occurred in the test set. Though off-policy evaluation and user simulation can solve this pitfall, they suffer the problem of high-variance issue [19] and additionally introduced error [5], respectively.

2.2 Datasets with Randomly Exposed Items

A way to fundamentally solve this problem in offline evaluation is to collect unbiased data, i.e., to elicit user preferences on the randomly exposed items. We briefly introduce classic existing high-quality datasets that contain unbiased randomly-sampled data used for offline evaluation in recommendation.

- Yahoo!R3 [16]. It contains the conventional missing-not-at-random (MNAR) data from 15, 400 users on 1, 000 items in total. It also contains a set of missing-complete-at-random (MCAR) data by asking 5, 400 users to give ratings on 10 items that are randomly selected from the 1,000 items. However, it does not contain timestamps or the features of users and items.
- Yahoo!R6 [11]. It has two versions, namely R6A and R6B, both of which have only the random policy to expose hundreds of news millions of times. Besides, all user IDs are removed, which forbids it to perform basic collaborative filtering tasks in recommendation.
- Coat [22]. It collects the ratings of 290 users on 24 self-selected items and 16 randomly-selected items from a total of 300 items. Similar to Yahoo!R3, the scale of it is too small compared with other datasets in real-world recommendation scenarios. Neither does it has the timestamp to support research on sequential recommendation.
- Open Bandit Dataset [19]. It contains interactions collected from two logged bandit policies: a Bernoulli Thompson Sampling policy and a uniform (random) policy. There are approximately 26 million interactions collected by users’ clicks on 80 items. The disadvantage of this data is the lack of user ID, making it hard to support the research on sequential recommendation. In addition, the fact that it has only 80 items limits its reliability in evaluating most recommendation algorithms.

The statistics of these datasets are summarized in Table 1. Compared with them, our proposed KuaiRand has the following key advantages: (1) it has the most comprehensive side information including explicit user IDs, interaction timestamps, and rich features for users and items; (2) it has 15 policies with each catered for a special recommendation scenario in Kuaishou App; (3) we introduce 12 feedback signals for each interaction to describe the user’s comprehensive feedback; (4) each user has thousands of historical interactions on average. These distinctive characteristics can enable a lot of potential research directions.

3 DATA DESCRIPTION

Here, we introduce the basic characteristics of Kuaishou App and the process of how we collect the KuaiRand dataset.

![Figure 2: Illustration of two recommendation scenarios in Kuaishou App. A variety of user behaviors are marked.](image-url)
The basic statistics of KuaiRand are summarized in Table 1. We will release three versions (KuaiRand-27K, KuaiRand-1K, and KuaiRand-Pure) for different usages, which are described in Appendix.

For KuaiRand-27K, we visualize the distribution of the users w.r.t. the numbers of interactions Fig. 3. An interaction can either be a normally recommended video or a randomly chosen video. From the figure, we can see that most users in this dataset have viewed thousands of recommended videos in one month. Each user has more than 10 times viewed random videos. For the detailed usage and news of this dataset, please refer to https://kuairand.com.

(i) We sample a batch of videos and filter out the spam such as advertisements. There are 7,583 items in total. For the target users, we randomly select a batch of users and remove robots, which includes over 200,000 real users.

(ii) Each time when the recommender system recommends a video list to a user, we decide whether to insert a random item with a fixed probability\(^2\). If the answer is yes, then we intervene in the recommendation list by randomly selecting one video from this list and replacing it with a random item uniformly sampled from the 7,583 items. This process lasts two weeks (from April 22, 2022, to May 08, 2022). We record 12 feedback signals reflecting the comprehensive behaviors of these users. We remove the users that have been exposed to less than 10 randomly exposed videos for faithful evaluation. There are 27,285 users retained. All 7,583 items have been inserted at least once, and the total number of random interventions is 1,186,059.

(iii) To facilitate model learning on this dataset, we further retrieve the historical user interaction of these 27,285 users (without intervention by the random policy), which also lasts two weeks (from April 08, 2022, to April 21, 2022). There are 32,038,725 items and 322,278,385 times of normal recommendations included in the one-month dataset. In addition, we further collect the side information including the key features of these users and items.

So far, we have collected the KuaiRand dataset.

### 3.3 Statistics and Usage

The basic statistics of KuaiRand are summarized in Table 1. We will release three versions (KuaiRand-27K, KuaiRand-1K, and KuaiRand-Pure) for different usages, which are described in Appendix.

For KuaiRand-27K, we visualize the distribution of the users w.r.t. the numbers of interactions Fig. 3. An interaction can either be a normally recommended video or a randomly chosen video. From the figure, we can see that most users in this dataset have viewed thousands of recommended videos in one month. Each user has more than 10 times viewed random videos. For the detailed usage and news of this dataset, please refer to https://kuairand.com.

\(^2\)We hide the exact value for a commercial security reason, i.e., to avoid leaking out the key parameters of the online recommendation strategy.

### 4 POTENTIAL RESEARCH DIRECTIONS

Through releasing KuaiRand, we offer the opportunity to carry out the debiasing task in the large-scale sequential recommendation for the first time.

- **Debiasing in Recommendation.** Recommender systems suffer from various biases in the data collection stage [3]. Most existing datasets are very sparse and affected by user-selection bias [16] or exposure bias (previous model bias) [13]. It is of critical importance to develop models that can alleviate biases. To evaluate the models, we need reliable unbiased data. KuaiRand is the first dataset that inserts the random items into the normal recommendation feeds with rich side information and all item/user IDs provided. With this authentic unbiased data, we can evaluate and thus improve the recommender policy.

With its distinctive features, KuaiRand can further support the following promising research directions in recommendation.

- **Off-policy Evaluation (OPE).** OPE is proposed to overcome the difficulties in conducting online A/B testing in recommendation. OPE aims to estimate the performance of a counterfactual policy using only log data generated by past policies [19]. It requires that we have the log sequences rather than merely positive samples. KuaiRand satisfies this requirement. It recorded logs under 15 policies catered for different situations. Therefore, we can leverage OPE and conduct offline A/B tests to improve our recommendation policies [7].

- **Interactive Recommendation.** An interactive recommender system (IRS) is usually formulated as a decision-making process to pursue long-term success in recommendation. IRS built on reinforcement learning has shown superiority to the traditional supervised frameworks [4, 26, 27]. KuaiRand contains the sequential logs generated from different policies that can naturally support the research on IRSs with the help of OPE and user simulation techniques [5, 10].

- **Long Sequential Behavior Modeling.** In practice, traditional sequential recommendation models, such as DIN [32] and DIEN [31], can only model a maximum of hundreds of items in a sequence. Recently, some works have demonstrated that modeling users’ long sequential behaviors is very effective in lifting click-through rate (CTR) [17, 18]. KuaiRand has thousands of interactions for each user, which is perfect for the long sequential user modeling task.

- **Multi-Task Learning.** In real-world recommender systems, user satisfaction can be reflected in multiple behaviors, e.g., clicks, writing down positive comments, and staying longer. Usually, these metrics cannot be pursued at the same time in one model. Therefore, multi-task learning or multi-object learning has received growing attention [2, 25, 28]. KuaiRand recorded 12 feedback signals for each interaction, which promotes the research on learning with more than ten tasks. In contrast, most existing datasets in multi-task recommendation [12, 15] only provide less than 5 signals.
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A VERSIONS AND SUGGESTIONS

Considering its scale is intimidating for some researchers, we release three versions of the data for different usages. We give a brief comparison and suggestions for which version to use as follows:

- **KuaiRand-27K (23GB logs + 23GB features):** The complete KuaiRand data contains over 27K users and 32 million videos. If your research needs rigorous sequential logs, such as off-policy evaluation (OPE), Reinforcement learning (RL), or long sequential recommendation.

- **KuaiRand-1K (829MB logs + 3.5GB features):** We uniformly select 1,000 users from KuaiRand-27K along with their logs and remove all irrelevant users/videos. There are about 4 million videos rest. If your computing resources are not enough to handle the whole KuaiRand-27K data, you can use this one.

- **KuaiRand-Pure (184MB logs + 10MB features):** We only keep the logs for the 7,582 videos in the candidate pool and remove all logs related to other videos. You can use this one if rigorous sequential information is not required in your research. For example, if you are studying debiasing in collaborative filtering models, domain adaptation, or multi-task modeling in recommendation.

The statistics of the three datasets are summarized in Table 1. We visualize the user/video ID spaces of the three versions in Fig. 4.